Computer-assisted translation (CAT) has always used translation memories, which require the translator to have a corpus of previous translations that the CAT software can use to generate bilingual lexicons. This can be problematic when the translator does not have such a corpus, for instance, when the text belongs to an emerging field. To solve this issue, CAT research has looked into the leveraging of comparable corpora, i.e. a set of texts, in two or more languages, which deal with the same topic but are not translations of one another.

This work had two primary objectives. The first is to assess the input of lexicons extracted from comparable corpora in the context of a specialized human translation task. The second objective is to identify bilingual-lexicon-extraction methods which best match the translators’ needs, determining the current limits of these techniques and suggesting improvements. The author focuses, in particular, on the identification of fertile translations, the management of multiple morphological structures, and the ranking of candidate translations.

The experiments are carried out on two language pairs (English–French and English–German) and on specialized texts dealing with breast cancer. This research puts significant emphasis on applicability – methodological choices are guided by the needs of the final users. This book is organized in two parts: the first part presents the applicative and scientific context of the research, and the second part is given over to efforts to improve compositional translation.

The research work presented in this book received the PhD Thesis award 2014 from the French association for natural language processing (ATALA).
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I.1. Socio-economic stakes of multilingualism management

In the days of the globalization of exchanges, multilingualism is an undeniable socio-cultural asset, but it presents many challenges to our society.

First of all, the lack of knowledge of a language is often synonymous with limited access to information, and it is generally linguistic communities with little economic power, or whose language is not a prestigious one, who suffer as a result.

The case of the Internet is a good example: English – the most represented language on the web (54.8%)\(^1\) – is the first language of only 26.8% of web users\(^2\) whereas Chinese – the first language of 24.2% of the web users – is only sixth in terms of presence on the Internet (4%).

A significant portion of web-based information is therefore unavailable to many web users because of the language barrier.

In countries which are officially bilingual or multilingual or in international organizations such as the European Union, managing multilingualism falls within the remit of democracy: it is meant to ensure that each citizen has access to administrative services and legal texts in his own first language so she/he knows his/her rights and can benefit from the government’s services in a language she/he speaks fluently. This has a considerable cost: the European Union spends 1 billion Euros every year in translation and interpretation costs [FID 11].

---

1 In May 2011, according to WEB TECHNOLOGY SURVEYS http://w3techs.com/technologies/overview/content_language/all.
Multilingualism also has an impact on our economy: the ELAN report [HAG 06] claimed that in 2006 the lack of language skills had cost on average 325,000 Euros to a European SMB over three years.

To deal with this social and economic cost, research has been performed to speed up and improve the process of human translation. Today, there is a whole industry devoted to this issue. The language industry provides both human translation services and a wide range of software packages intended to bring translation costs down: translation memories, bilingual terminology-extraction and management software, localization software, etc.

This is the framework of research and development in computer-assisted translation (CAT) within which my doctoral research has taken place. This research was partially funded by Lingua et Machina³ – a company specializing in multilingual content management in a corporate environment, and by the ANR project Metricc,⁴ devoted to the leveraging of comparable corpora.

I.2. Motivation and goals

CAT has always used translation memories. This technique requires the translator to have a corpus of previous translations available, which the CAT software can use to generate bilingual lexicons, for example. This reality is problematic when the translator does not have such a corpus. This situation arises when the texts to be translated belong to an emerging field or to several languages for which few resources are available. To solve this issue, CAT research has looked into the leveraging of comparable corpora, i.e. a set of texts, in two or more languages, which deal with the same topic but are not translations of one another.

Comparable corpora have been the focus of academic research since the 1990s [FUN 95, RAP 99], and the existence of the Workshop on Building and Using Comparable Corpora (BUCC), organized every year since 2008 on the fringe of major conferences, shows the dynamism of this research topic.

The current research mainly aims at extracting aligned pairs of terms or sentences, which are then used in cross-lingual information retrieval (CLIR) systems [REN 03, CHI 04, LI 11] or in machine translation (MT) systems [RAU 09, CAR 12]. While CAT is often mentioned as a potential applicative field, the input of comparable corpora has not, to our knowledge, been genuinely studied within this application framework. Yet it presents several issues such as scaling or the adaptation to the needs of the final users.

³ http://www.lingua-et-machina.com,
This book had two primary objectives. The first objective is to assess the input of lexicons extracted from comparable corpora in the context of a specialized human translation task. Care has been taken to highlight the needs of translators and to understand how the comparable corpora can be best leveraged for CAT.

The second objective is to identify bilingual-lexicon-extraction methods, which best match the translators’ needs. Determining the current limits of these techniques and suggesting improvements is the focus of this research. We will focus, in particular, on the identification of fertile translations (cases in which the target term has more words than the source term), the management of multiple morphological structures and the ranking of candidate translations (the algorithms usually return several candidate translations for a single-source term).

The experiments are carried out in two language pairs (English–French and English–German) and on specialized texts dealing with breast cancer. This research has significant emphasis on applicability, and our methodological choices are guided by the needs of the final users.

I.3. Outline

This book is organized in two parts:

Part 1 presents the applicative and scientific context of the research. In Chapter 1, a historical overview of the beginning of MT is presented and we show how the focus of research efforts gradually turn toward CAT and the leveraging of comparable corpora. This book presents the current techniques to extract bilingual lexicons and detail the way in which the writer created the prototype of a CAT tool meant to leverage comparable corpora. Chapter 2 is devoted to the applicative assessment of this tool: we observe how the lexicons, thus extracted, enable translators to work more efficiently in their work. This assessment highlights the specific needs of human translation which are not dealt with in the classical techniques of term alignment. This is why this research took a different path, toward a different type of method, which aims to generate the translations of terms which can then be filtered using the corpus rather than to align terms that had been previously extracted from corpora. These techniques are described in Chapter 3. In this chapter, the focus is mainly on the so-called compositional approaches. Their limits are explored and Part 1 concludes with an indication of possible fruitful avenues for future research.

Part 2 of the book is given over to the efforts to improve compositional translation. Chapter 4 presents the methodological framework of the research: it describes the principle behind this approach, and attempts to highlight the contributions this work makes to compositional translation in terms of fertility, variety of the morphological structures processed and ranking of the candidate